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Abstract. In this paper, we have proposed a new extension of the Chris- Jerry dis-
tribution called as Weighted Chris- Jerry Distribution which depends on two parameters.
The statistical properties of this distribution such as moments, survival functions and hazard
rate, reverse hazard rate, order statistics, entropies and likelihood ratio test are derived. The
two parameters are estimated using maximum likelihood estimator. To illustrate this distri-
bution, real life data set is considered. This data set is analyzed through this distribution,
to show how the proposed model worked in it.

1. Introduction

The concept of weighted distribution has become popular in modeling lifetime data.
It was first proposed by Sir Ronald Aylmer Fisher (1934). The idea of weighted
distributions can be traced to the study of “the effect of methods of ascertainment
upon estimation of frequencies.” Later, it was developed by Rao (1965). Weighted
distribution has been applied to various designs of scientific experiments for the devel-
opment of statistical models. It is also widely applied in various research fields such as
medicine, reliability, ecology, behavioral sciences, finance, insurance, etc. It provides a
different perspective on the existing standard probability distributions. The weighted
distribution is unique in providing flexibility. It also has applications in modeling
lifetime data, cluster sampling, and heterogeneity. Overall, weighted distribution sets
a milestone in modeling statistical data efficiently and precisely. It performs well in
cases where the standard distribution fails to do so.

The concept of length-bias was first suggested by Cox [1] and Zelen [15]. Van
Deusen [14] independently acknowledged the size-biased distribution theory. Gener-
ally, the size-biased distribution occurs when the sampling mechanism selects units
with probability proportional to some measure of the unit size.
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2 Weighted Chris-Jerry distribution

The Lindley distribution, proposed by Ghitany, Atieh, and Nadarajah [4], is
formed using an exponential distribution with scale parameter 6 and a gamma distri-
bution having shape and scale parameters 6, where p = ﬁ. The statistical properties
such as moments, reliability analysis, maximum likelihood estimation of parameters,
and entropies are discussed. Gupta and Kundu [5] introduced a weighted distribution
as a new model whose probability density function (pdf) closely resembles the pdfs
of the Weibull, Gamma, and generalized exponential distributions. The analysis of
statistical properties for various samples has been demonstrated.

The combination of exponential, Weibull, exponentiated-Weibull, gamma, exponentiated-
exponential, and exponentiated-exponential distributions forms the gamma exponentiated-
Weibull distribution proposed by Pinho, Cordeiro and Nobre [6]. It is used for failure
time data analysis. Sen, Maiti, and Chandra [11] proposed the X-Gamma distribution
as a special finite mixture of exponential and gamma distributions. It has applications
in the analysis of real lifetime datasets on the remission times of patients receiving
an analgesic.

The two-parameter weighted Shanker distribution was introduced by Shanker and
Shukla [13]. It is demonstrated using real lifetime datasets, and the fit is found to
be quite satisfactory when compared with other distributions. The weighted length-
biased generalized uniform distribution is a new extension of the generalized uniform
distribution proposed by Rather and Subramanian [10]. The weighted Pareto Type
IT distribution was introduced by Para and Jan [7]. It is used for handling medical
science data, and its properties have been studied. The model combining two distri-
butions — the Poisson-weighted Lindley distribution — was introduced by Shanker and
Shukla [12] and was found to provide a better fit compared to other distributions.
A new exponentiated Garima distribution with scale and shape parameters was in-
troduced by Rather and Subramanian [9], which has been applied to real lifetime
datasets effectively.

2. Chris-Jerry distribution (CJD)

The scale parameter 6 and the shape parameter of the exponential distribution and
Gamma distribution are used to form a new one parameter lifetime distribution called
the Chris- Jerry distribution introduced by Chrjaggeysa and Okechukwu [2]. Then,

the pdf and cdf given by
2

foj(z,0) = 93_2 (14 627) e 9% 2>0,0 >0, (1)

ch(:z:,G) =1- |:1 +

Ox(0x + 2)
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~ 0> 0. 2
) ]e ;2>0,0>0 (2)
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3. Weighted Chris-Jerry distribution

Let X be a non-negative random variable and w(X) a non-negative weight function.
Then, the pdf of the weighted random variable X,, is given by
w(X)f(x)

where w(X) is a non-negative weight function and E(w(X)) = [w(X)f(z)dz < co.

In this paper, we consider the weight function w(X) = X¢ to obtain the CJD.
The function w(X) = X€ is a common choice because it allows for flexible adjust-
ments based on the value of X, is mathematically simple, and often facilitates easier
computations, making it a convenient choice in various statistical analyses.

Then, the pdf of the weighted Chris-Jerry distribution (WCJD) is given by

iz >0, (3)

_ zf(x)
fw(X)—E(XC),JU>O. (4)
Here, E (X¢) = [° x°f(x : 0)da
B(X) = (0T(c+1)+T(c+3)) (5)

6<(0 + 2)
Here (T') is a gamma function and has been used in the above equation and can be
defined as

oo
I'(z) = / e %0° ldx.
0
Substituting (1) and (5) in equation (4), the required pdf of weighted Chris-Jerry
distribution (WCJD) is
9C+2

fuel®) = Gre 1) T e + 3)
Then, the cumulative density function (cdf) of the weighted Chris-Jerry distribu-
tion (WCJD) is derived as

Fy(X)= /Ow fuw(X)dx,

2 (1+ 627) e 9%, (6)

9c+2
z° (1 + 0x2) e 9% dz.

Fu(X) = /O (0T (c+1) + T(c+3))

Simplifying the above equation by using incomplete gamma function () which is

a related function that involves integration over a specified range. The incomplete
gamma function can be defined as

v(s,x):/ e Yo" 1db.
0

Therefore, the cdf of the weighted Chris-Jerry distribution (WCJD) can be

Foolz) = (0v(c+1,0z) + vy(c+ 3,0x))
w00 (e+ 1) +T(c+3))

(7)
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Figure 2: Cdf plot of weighted Chris-Jerry distribution

4. Reliability analysis

In this part, we will explain about the survival function, failure rate, reverse hazard
rate and the Mills ratio of the weighted Chris-Jerry distribution.

The survival function or the reliability of the weighted Chris-Jerry distribution is
given by
(Ov(c+1,0z) +vy(c+3,0z))

0T (c+1)+T(c+3))
The hazard function is also known as the hazard rate, instantaneous failure rate or
force of mortality and is given by

__fuX)
") = TR, ()

h(z) =

Sw(X) =1-

0o 22 (14 Ox?) e 0
(T(c+1)+T(c+3)) — (0y(c+1,0z) + v(c + 3,0z))"
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The Reverse hazard rate is given by
0°T2z¢ (1 + %) e=0°
(0y(c+1,0z) +v(c+3,0z))
The Mills ratio of the weighted Chris-Jerry distribution is
1 (Ov(c+1,0z) + v(c+ 3,0x))

Mills Ratio = =
11Is hatio hr(x) fet2c (1 + 91‘2) e—0z

hy(x) =

1111

G T S
==WNO

F{x)

Figure 3: Survival function of Chris-Jerry distribution

5. Moments and related measures

Let X indicate the random variable of weighted Chris-Jerry distribution with parame-
ters @ and c. Then the 7" order moment E (X™) of weighted Chris-Jerry distribution
is derived as

B == [ o fulX),

oo pe+2,.c+r 1 2 —0z
E(XT):/ 0Tz ( +9x)e ..
o (T(c+1)4+T(c+3))

T 9C+2 > c+r 2 —0x
B = Grer ) 1Tt 3) /0 2 (L 00%) ez,
0T(c+r+1)+T(c+r+3))
070 (c+ 1)+ T'(c+3))
In equation (8), when r = 1, the mean of weighted Chris-Jerry distribution which
is given by

E(X") =

i _ (T(c+2)+T(c+4)) @®)
V70O (c+ 1) +T(c+3))”
Similarly, when r = 2, the mean of weighted Chris-Jerry distribution which is

B(X)=u
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given by
i (0r(c+3)+T(c+5))
B(X) = p = 20T (c+1) + T(c+3))°
Therefore,
Vagianco — J _(OLc+3) +T(c+5) { (0T (c+2) + T(c +4)) ]2
10200 (c+1) +T(c+3))  [6(0T(c+1)+T(c+3)) '

5.1 Harmonic mean

The Harmonic mean of the aspired model can be derived as

1 ~1 ~1 96+2 c 2 —0z
H.M_E(X> :/O 5fw()()dx:/o T DI 3)” (1+602°) e " du,
> 1 96+2 c 2 —0x
:/0 2 (@0T(c+ 1) +T(c+3)" (1+027) =z,
9C+2 * c—1 2 —0x
T (0T(c+1)+T(c+3)) /0 27" (L+ 62%) e~ de,

010 (c) + T'(c + 2)]
[T (c+ 1) +T(c+3)]

HM =

5.2 Moment generating function and characteristics function of WCJD

Assume X has a weighted Chris-Jerry distribution; we will get the moment-generating
function of X as

Mx(t) = E(etX) = /000 e fu(X)dx

Using Taylor’s series, we find
J T
Mx() =B () = [ Z S a(X0de = 3 S,
§=0

_Ztﬂ (01 ( c+]—|—1)+F(c+]+3)]
¢G0T (c+1)+T(c+3)]

o0

[0 (c+ 1) +Fc+3 ZO

M, (t) = 49Fc+]+1)+F(c+j+3)]

In the game way, we will get the characteristics function of weighted Chris-Jerry
distribution, which can be obtained as

@X( ) (eti) ,
1
0T (c+1)+T

o0

(C+3)]Z 'W[er(wrﬁ 1) +T(c+j +3)].

px(it) =
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6. Order statistics

Let X;, Xo,---X,, be the random variable drawn from the continuous population.
Their pdf be f.(z) and cumulative density function with F,(x). Then, assume
X(1,X(2), + , X(n) be the order statistics of a random sample. Thus, the probability
density function of r*" order statistics X (r) 18 given by

n!

fw(r)(ﬂﬁ):mfz( ) [Fo(x)]™ [1 = Fu(x)]" ", (9)

Putting the equation (6) and (7) in equation (9), the probability density function
of 7" order statistics X (ry of weighted Chris-Jerry distribution is given by

" lw 2 (14 622) e~07 [wv(c +1,62) + (e +3, 9w>>]”

Fen (@) :(r— Din—r)| (T(c+1)+ (c+3) (0T (c+1)+T(c+3))
[1 _ (Oy(c+1,02) +y(c+3, 056))} e
(0T(c+1)+T(c+3)) '
Then, the probability density function of higher order statistics X(,) an be derived as

[n0°+20¢ (14 022) %] {(ev(c +1,02) +9(c+3, "I))} "

Hence, the probability density function of 15¢ order statistics X (1) can be obtained as

Jzy () =

[ noet2qe (1+ 0a?) e—0c ] " [1 ~ (Oy(e+1,02) +y(c+ S,Hx))]n_l
@(c+ D+ T(c+3) | @T(c+1) +T(c+3)

7. Maximum likelihood estimator and Fisher information matrix

It is one of the best methods for estimating the parameters of the distribution com-
pared with the other estimating methods. Let X;, X(2) ..., X(,) be the random sam-
ple of size n drawn from the Weighted Chris-Jerry distribution, then the likelihood
function of Weighted Chris - Jerry distribution is given as:

0225 (14 027) e~ b
L(z;c,9) wawc9 H{[er(c+)+r(0+3)]}

9n(c+2)
(1+027) e 01,
[0T(c+ 1)+ T(c+3)]" H‘” o
The log likelihood function is
log L = n(c+2)logh —nlog(6T'(c+ 1) + T'(c + 3))

L(z;c,0) =

n

—l—cilogxi—&—ilog (14 627) —92:@. (10)

1=0 1=0 =0
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By differentiating equation (10) with respect to 6 and ¢, the maximum likelihood
estimates of # and ¢ can be attained.

dlogL  n(c+2) n[fT(c +1)] - a7 ~
20 0 [OT(c+ 1) +T(c+ 3)] +Z (14 627) le -0
Olog L .
B :nlog&—n\ll(c+1)+zlogxi=07

i=1

where U(. ) is the digamma function. As the likelihood equations are in complicated
form, it is not easy to solve the system of non - linear equations. Henceforth to esti-
mate the required parameters, we are using R and wolfram mathematics. We are using
the asymptotic nomality tests to drive the confidence interval If A = (é, ¢) indicates
the Maximum likelihood estimates of A = (6, ¢), then, /(A — A) = Ny (0,171(N)).
Here I(A) is Fisher’s Information Matrix, i.e.,

1 E 8% log L E 8% log L

I()\) _ 4+ Oe? 000c
- n | g 8%log L E 8%log L
0000 dc?

Here,

E (8261;;gL> _ _n(cg—; 2) . {[ I(c+1)[00(c 4 1)] } zn:

0l(c+1)+T(c+3)]?] < +9m
6% log L . 0?log L n
= — J — —
< de2 > el e +1), E( 900c ) 6’

where (.)7 is the first order derivative of digamma function. As A being unknown,
I71()) is estimated by I~!(\) and this can be used to obtain asymptotic confidence
intervals for 6 and c.

8. Likelihood ratio test

Suppose X(1), X(2), -+, X(n) be a random sample from the weighted Chris-Jerry dis-
tribution. This hypothesis is tested by

Hy: f(z) = f(z;0) against Hy = f(z) = fu(x;¢,0).

To check whether the random sample of size n comes from the Chris - Jerry
distribution or Weighted Chris - Jerry distribution, we are using this test statistic

fwxce _ 06+ 2
g A= {[er(c+1)+rc+3}Hx'

Therefore, the null hypothesm is rejected if

6°(6 + 2 "
A= {[0F(c+1)+Fc+3 } Hm >k,
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e 1T e [T (c+1) +T(c+3)\"
A Ha:i>k< (61 2) ) ;

=1

n
A* == > &,
=1

where, bk ([er(c+1) +F(c+3)}>".

0c(0 +2)

We can conclude, for large sample size n,2log is distributed as chi-square dis-
tribution with one degree of freedom. Also, p-value is attained from the chi-square
distribution. If p (A* > k*), where k* = []_, 2§ is less than the specified level of
gignificance and [];_, ¢ is the observed value of the statistic A*, then, reject mull
hypothesis.

9. Bonferroni and Lorenz curves

The inequality across a population is measured using Bonferroni and Lorenz curves. It
gives a clear graphical representation of income or wealth inequality. It is exclusively
important in economics. The Bonferroni and the Lorenz curves are given by

Bo) =~ [ st
and L(p) = lTll /Oq xf(x)dx,
+ [T(c+2)+T(c+4)

where, py = [0T(c+1)+T(c+3)]
and q=F"'(p),
_ 0T (c+ ) +T(c+3)] [ 6+ e+l 2y s
B®) = r e+ 2)1Tie + 9) /0 OT(c+ 1) +T(c+3)]" T fa%) e

Simplifying this,
B(p) = 0 /q 2t (14 027) e 9 dx
Pr=pr(c+2) +1(c+4)] J, ’
[0v(c+2,0q) +v(c+4,0q)
O[T (c+ 2) + T'(c+ 4)]

and L(p) = pB(p) =

10. Entropies

The entropy measures the amount of information present in a variable. It is the
primary measure in information theory. The entropy of a random variable is the
average level of “information” or “surprise” or “uncertainty” inherent in the variable’s
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possible outcomes.

10.1 Renyi entropy

It is defined as the index of diversity. Renyi means affable and even-tempered. It is
mainly used in statistical physics, particularly in quantum information and equilib-
rium. For a given probability distribution, Renyi entropy is given by

0(3) = 1= o (1" (@)dz)

1 1 [ get2 -ﬂ/oo 1_|_9 )ﬁ ey
1-5 ®||ric+ ) +T(c+3)]] Jo
1 ge+2 18 poo 5
= 1 /30 —B0x 1 2
1-3°% [9Fc+1 )+ T(c+3)] /0 . (1+0627%)" de
1 get? 1& B S ]
= 1 ") (022 J/ Be,—Boz g
1—5 % {91"04—1 +r(+3)]_;<3>(z) S
R ge+2 'Bi I(Bc+2j +1)
1-p & [T (c+ 1)+ T(c+ 3)] = (0)Be+it+1()Be+2i+1

10.2 Tsallis entropy

It is a generalization of Boltzmann-Gibbs (B-G) statistics. This entropy is non ex-
tensive. For a continuous random variable is defined as follows:

Sy 1—/ Nz dx},

g 1 e, —6O\ 2\ A
1-— e (1
. 1{ 0T (c+ 1)+ T(c+ 3)] ] /0 ve (1+02%) do g,

c*2 1A o0
9 )3
{HF c+1)+T(c+3)]]

(
<>\> - T(Ac+25+1)

fex2 9A oo
{er c+1)+T(c+3)]] Z ActjHL(\G)Aet2i+1

11. Data analysis

As we mentioned earlier, the weighted distribution is widely applied in various fields.
Similarly, WCJD can also be applied in various research fields like medicine, biomed-
ical science and engineering. Let us illustrate a dataset to show that WCJD can be
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better than one parameter CJD. Let us represent a data get, which represents the
data of fossil CO2 emissions per capita in India from 1981 to 2020. The data get is
given as follows:

0.441829 | 0.446234 | 0.472227 | 0.473931 | 0.509576 | 0.534304
0.558213 | 0.589751 | 0.634558 | 0.664019 | 0.092245 | 0.722197
0.731148 | 0.757746 | 0.789656 | 0.839232 | 0.856934 | 0.858549
0.913936 | 0.923058 | 0.919146 | 0.930677 | 0.947477 | 0.989662
1.026231 | 1.073585 | 1.140592 | 1.211135 | 1.316904 | 1.351343
1.414156 | 1.539909 | 1.578007 | 1.673244 | 1.71655 | 1.780779
1.798018 | 1.899518 | 1.898949 | 1.750956 | 1.925088

Table 1: Data by R. M. Andrew and G. P. Peters in DOI:10.5281/zenodo.72153.64

To compare the distributions, we study the criteria like Akaike Information Cri-
terion (AIC), Akaike Information Criterion Corrected (AICC), Bayesian Information
Criterion (BIC), and —21log L. The better distribution is which compatible with lesser
values of AIC, BIC, AICC, and —2log L.

Distribution | MLE S.E -2 logL AlIC BIC AICC
CJD 0 =2.0115891 | 0.2129982 | 80.64461 | 82.64461 | 84.35818 | 82.74717

0 = 5.609662 1.050614 | 48.35771 | 52.35771 | 55.78485 | 52.67349
WCJD ¢ =3.316918 0.980331

Table 2: MLE’s, -2logL, AIC, BIC and AICC of the weighted Chris-Jerry distribution of
data get

It can be obvious that the WCJD have the lesser AIC, BIC, AICC and —2log L
values as analogize to CJD. Hence, we can finalize that the WCJD leads to better fit
than the CJD.

12. Conclusion

In this study, we have presented a new extension of the Chris-Jerry distribution,
known as the weighted Chris-Jerry distribution, with two parameters. The resiliency
of the parameters in this distribution allows it to provide better results. The structural
properties are well explained. Furthermore, the parameters are estimated using the
maximum likelihood estimation method and tested using the likelihood ratio test.
This distribution shows better compatibility than the Chris-Jerry distribution when
applied to real lifetime datasets.
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